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p-ADIC L-FUNCTIONS FOR GLn

DEBARGHA BANERJEE & A. RAGHURAM

Abstract. These are the expanded notes of a mini-course of four lectures by the same title given in

the workshop “p-adic aspects of modular forms” held at IISER Pune, in June, 2014. We give a brief

introduction of p-adic L-functions attached to certain types of automorphic forms on GLn with the

specific aim to understand the p-adic symmetric cube L-function attached to cusp forms on GL2 over

rational numbers.
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The aim of this survey article is to bring together some known constructions of the p-adic L-functions

associated to cohomological, cuspidal automorphic representations on GLn/Q. In particular, we wish to

briefly recall the various approaches to construct p-adic L-functions with a focus on the construction of

the p-adic L-functions for the Sym3 transfer of a cuspidal automorphic representation π of GL2/Q. We

note that p-adic L-functions for modular forms or automorphic representations are defined using p-adic

measures. In almost all cases, these p-adic measures are constructed using the fact that the L-functions

have integral representations, for example as suitable Mellin transforms. Candidates for distributions

corresponding to automorphic forms can be written down using such integral representations of the

L-functions at the critical points. The well-known Prop. 2 is often used to prove that they are indeed

distributions, which is usually a consequence of the defining relations of the Hecke operators. Bounded-

ness of these distributions are shown by proving certain finiteness or integrality properties, giving the

sought after p-adic measures.

In Sect. 1, we discuss general notions concerning p-adic L-functions, including our working definition

of what we mean by a p-adic L-function. As a concrete example, we discuss the construction of the

p-adic L-functions that interpolate critical values of L-functions attached to modular forms. Manin [47]
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and Mazur and Swinnerton-Dyer [49] discovered how to construct those p-adic measures by defining a

distribution such that (1) it takes value in Q, and (2) these take value in a finite generated Zp-module.

The last condition will ensure that these distributions are indeed p-adic measures.

In Sect. 2, we discuss some basic facts about Langlands principle of functoriality, focusing mainly on

the Symn transfer of an automorphic representation of GL2/Q giving an automorphic representation

of GLn+1/Q. We approach L-functions attached to Sym3 transfer of automorphic representations via

instances of Langlands functoriality.

In Sect. 3, we study the p-adic L-functions for cuspidal automorphic representation for GL4/Q that

admit a so-called ‘Shalika model,’ following the exposition of Ash and Ginzburg [2]. (The reader is also

referred to a forthcoming article by Dimitrov, Januszewski and the second author [16].) The symmetric

cube transfer of a cuspidal representation π of GL2/Q is a representation of GL4/Q, whose standard

degree four L-function is the symmetric cube L-function, and to which the results of [2] are applicable.

In Sect. 4, we discuss p-adic L-functions for GL3 × GL2/Q. We construct p-adic L-functions for the

Sym3 transfer of a cuspidal representation π of GL2/Q as a quotient of the p-adic L-function for GL3 ×
GL2 applied to Sym2(π) × π, and the p-adic L-function for GL2 attached to π. This method produces

the symmetric cube p-adic L-function in the quotient field of the Iwasawa algebra. We hope to get an

element of the Iwasawa algebra, corresponding to the Sym3 transfer of automorphic representations π of

GL2/Q; see the discussion in Sect. 4.4. We end the introduction by pointing to a tantalizing possibility

that one can get p-adic L-functions for symmetric cube transfers using the integral representations of

symmetric cube L-functions in Bump, Ginzburg and Hoffstein [5].

1. What is a p-adic L-function?

We follow the exposition in [53] to define p-adic L-functions. Fix an odd prime p and an embedding

ip : Q → Cp = Q̂p. The field Cp is called the Tate field. Fix a valuation vp on the Tate field and let Op

be the ring of integers of Cp. We also fix an embedding i∞ : Q → C.

1.1. The weight space Xp. Let Xp be the set of continuous homomorphisms Z×
p → C×

p , i. e. ,

Xp = HomCont(Z
×
p ,C

×
p ).

We call Xp the weight space. The elements of Xp are called p-adic characters. Recall, we have Z×
p =

(Z/pZ)× × (1 + pZp). A character is said to be tame if it is trivial on 1 + pZp and it is called wild if the

character is trivial on (Z/pZ)×. Every character can be uniquely written as χ = χt · χw with χt tame

and χw wild.

Lemma 1. The weight space Xp can be identified with a disjoint union of p− 1 copies of the open unit

disc B := {u ∈ Cp | |u− 1|p < 1} of Cp.

Proof. Fix a topological generator γ of 1 + pZp. For u ∈ C×
p with |u − 1| < 1 define a particular wild

character χu ∈ Xp as

(1.1) Z×
p → 1 + pZp → C×

p ,
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where the first map sends the topological generator γ to 1 + p and the second map sends 1 + p to u.

The set {χu|u ∈ Cp, |u− 1|p < 1} is the set of all wild characters, since the continuity of a character χ

requires that |χ(γ)− 1|p < 1. Let ψ be a tame character on Z×
p . The mapping u → ψχu identifies the

open unit disc of Cp with the set of characters on Z×
p with tame part equal to ψ. Since there are only

p− 1 distinct tame characters on Z×
p , we have that Xp is a union of as many copies of B. �

We list some properties of Xp which are relevant for this article.

• The set Xp is a group under pointwise multiplication.

• The torsion subgroup of Xp is exactly the set of all Dirichlet characters of p-power conductor.

• Xp has the structure of a p-adic Lie group.

• Xp contains the p components of all adelic characters χ =
∏
l≤∞ χl : Q

×\A× → C×, which are

of p-power conductor and of finite order (χ∞ = 11 or χ∞ = sgn).

We give some examples of p-adic characters.

(1) The characters of the form

xjχ(x)

where j is an integer, and χ(x) is a character of finite order.

(2) For x ∈ Z×
p , we write x = ω(x) < x > with ω(x) a (p−1) root of unity and < x > lies in 1+pZp.

For s ∈ Zp, we define

χs(x) =< x >s=
∞∑

r=0

sr

r!
(log < x >)r.

A p-adic L-function is a p-adic analytic function Lp : Xp → Cp that interpolates the algebraic parts

of the complex values of some L-function associated to an automorphic representation (see § 1.9) or a

motive (see § 1.10). The p-adic L-function attached to an automorphic representation π will be denoted

by Lp,π and the p-adic L-function attached to a motive M will be denoted by Lp,M . For a Dirichlet

character ψ, the value of Lp,π at the special elements of Xp of the form χk,ψ : xp → ψ(x)xkp coincides

with the algebraic parts of the special L-values of π ⊗ ψ at the integer k. A p-adic function is analytic

if it is given by power series with p-adic coefficients on copies of the unit disc of Cp.

1.2. p-adic measures. We will now define p-adic distributions and p-adic measures. Let X be a com-

pact, open subset of Qp such as Zp or Z×
p . A p-adic distribution µ on X is a continuous linear map from

the Cp vector space C∞(X,Cp) of locally constant functions on X to Cp, which we write as:

µ ∈ HomCp
(C∞(X,Cp), Cp).

If f is a locally constant function then µ(f) is also denoted
∫
X
fdµ. Equivalently, a p-adic distribution

µ on X is an additive map from the set of compact, open subsets of X to Cp. The following proposition

(see, for example, Koblitz [41, II.3]) is very effective in constructing distributions.
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Proposition 2. An interval is a set of the form a+ pnZp. A map µ from the set of intervals of X to

Qp, which satisfies the equality

µ(a+ pnZp) =

p−1∑

b=0

µ(a+ bpn + pn+1Zp)

for a+ pnZp ⊂ X, extends uniquely to a p-adic distribution on X.

Following Vishik [63] and Amice-Velu [1], we define h-admissible measures.

Definition 3 (h-admissible measure). Let Ch(Z×
p ) be the space of functions f : Z×

p → Cp which are

locally given by polynomials of degree at most h. Let Cla be the Zp-module of all locally analytic

functions and C(Z×
p ) be the space of all continuous functions. We have inclusions:

C1(Z×
p ) ⊂ · · · ⊂ Ch(Z×

p ) ⊂ · · · ⊂ Cla(Z×
p ) ⊂ C(Z×

p ).

Let χX be the characteristic function of the set X . An h-admissible measure µ on Z×
p is a continuous

linear map µ : Ch(Z×
p ) → Cp such that

|µ((x − a)iχa+pnZp
)| = O(pe(h−i))

for 0 ≤ i ≤ h and e tends to infinity.

Theorem 4 ([63]). An h-admissible measure µ extends to a linear map on the space of all locally analytic

functions on Z×
p .

Let K be a finite extension of Qp and let µ be a K-valued measure on Z×
p . We wish to understand

how we can integrate functions with respect to this measure. Let Rm be a system of representatives

from (Zp/p
mZp)

× in Z×
p , and let f : Z×

p → K be a function. Consider the “Riemann sum”

S(f ;Rm) =
∑

b∈Rm

f(b)µ(b+ pmZp).

The following fundamental theorem is due to Manin [47].

Theorem 5. There exists a unique limit

lim S(f,Rm) :=

∫

Z
×
p

fdµ,

taken over all Rm as m tends to ∞, provided that the following conditions are satisfied

• The measure µ is of moderate growth; that is, by definition,

ǫm = Maxb |µ(b+ pmZp)|p−m → 0

as m→ ∞.

• The function f satisfies “Lipschitz condition”, i.e., there exists a constant C such that if b ≡ b′

(mod pm) then

|f(b)− f(b′)| < Cp−m,

as m→ ∞.
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We note that the set of locally constant functions on Zp are dense in the set of continuous functions

on Zp. A p-adic distribution is called a p-adic measure if it is bounded, i.e., if there is a real number N

such that |µ(U)| ≤ N for all compact, open subsets U of X .

1.3. p-adic L functions. Kubota and Leopoldt first constructed p-adic meromorphic functions that

interpolate special values of Riemann zeta function and more generally special values of Dirichlet L-

functions. The existence of these meromorphic functions is equivalent to congruences of (generalized)

Bernoulli numbers. An integer k can be viewed as a character xkp : x→ xk. The construction of Kubota

and Leopoldt is equivalent to the existence of a p-adic analytic function ζp : Xp → Cp with a single pole

at the point x = x−1
p , which p-adically becomes a bounded holomorphic function (given by power series)

on Xp after multiplication by the elementary factor (xpx − 1)(x ∈ Xp), and is uniquely determined by

the interpolation property

ζp(x
k
p) = (1− pk)ζ(−k).

The p-adic ζ-function is constructed by defining a p-adic measure on Z×
p with values in Zp such that

∫

Z
×
p

xkpdµ = (1− pk)ζ(−k).

(See, for example, Koblitz [41, II.6].)

Definition 6 (p-adic L-functions). A p-adic measure µ on Z×
p gives a p-adic L-function Lp,µ : Xp → Cp

whose value on a character χ ∈ Xp is given by:

Lp,µ(χ) =

∫

Z
×
p

χdµ.

1.4. p-adic measures on Z×
p and power series. The following theorem of Manin [47] gives an explicit

connection between bounded measures and elements of the Iwasawa algebra.

Theorem 7. Let µ be a K-valued measure on Z×
p of moderate growth (see Thm. 5). For each tame

character χt of Z×
p there is a unique power series gµ,χt

∈ K[[T ]] that is convergent for any specialization

of T ∈ pZp, such that for all χ ∈ Xp we have

Lp,µ(χ) = gµ,χ0(χ1(1 + p)− 1).

where χ0 (resp., χ1) is the tame (resp., wild) component of χ.

It is easy to see that χ1(1 + p)− 1 lies in pZp and so the right hand side is convergent.
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1.5. Relations between h-admissible measures and power series with bounded growth. Fol-

lowing [63] and [1], we recall the relation between h-admissible p-adic measures and p-adic power series

of bounded growth. Recall, the open disc B = {u ∈ Cp | |u− 1|p < 1}. Suppose f is an analytic function

on B with the Taylor series expansion around 1 given by f(X) =
∑

n≥0 bn(X − 1)n.

Definition 8 (Modulus function). We define the modulus function of f to be

Mf (r) = Sup|x−1|=r|f(x)| = Maxn |bnrn|.

Definition 9 (Big O and small o for p-adic analytic functions). Suppose f and g be two p-adic analytic

functions on B, we say that

(1) f = O(g) if limr→1−
Mf (r)
Mg(r)

is finite as r → 1, and

(2) f = o(g) if they satisfy the stronger condition limr→1−
Mf (r)
Mg(r)

= 0.

For example, if g(X) = logp(X)k and f(X) =
∑

n≥0 bn(X − 1)n then f = o(g) if and only if

|bn| = o(nk). For function f and g analytic on Xp, we say f = O(g) or f = o(g) if on each of the

component isomorphic to B, the functions f and g have the property.

1.6. p-adic measures on Zp and power series. In this section, we explore the connection between

p-adic measures on Zp and various power series ring [44]. Measures on Zp give rise to measures on Z×
p by

restriction. On the other hand, measures on Z×
p produce measures on Zp by first restricting to 1 + pZp

and then via the identification of 1 + pZp with Zp.

Recall, a measure µ on Zp is a bounded linear functional on the Cp-vector space C(Zp,Cp) of all

continuous Cp-valued functions on Zp, i.e., there exists a constant B > 0 satisfying |µ(f)| < B|f | for all
f ∈ C(Zp,Cp). The smallest possible B is called the norm of the measure µ and is denoted ||µ||p. With

this norm, the set M(Zp,Cp) of measures on Zp becomes a Cp-Banach space.

Let Cp{{T }} be the Cp-algebra of power series whose coefficients are in Cp and are bounded with

respect to vp. Define the norm Cp{{T }} as the maximum of the absolute values of the coefficients. This

is also a Cp-Banach space. The Amice transform gives an isometry between these two Banach spaces,

which we now proceed to describe.

Definition 10. (Amice Transforms) The Amice transform of µ ∈M(Zp,Cp) is the power series

Aµ(T ) :=

∞∑

n=0

(

∫

Zp

(
x

n

)
dµ(x))T n =

∫

Zp

(1 + T )xdµ(x).

In the other direction, given a power series F =
∑

n≥0 FnT
n ∈ Cp{{T }} define µF on the ‘binomial

coefficient functions’ via: ∫

Zp

(
x

n

)
dµF = Fn.

Using a well-know theorem due to Mahler, one can show that this uniquely determines the measure µF .

Proposition 11. The map µ→ Aµ is an isometry from M(Zp,Cp) to Cp{{T }}.

Since Aµ has bounded coefficients, for any specialization of T = z with vp(z) > 0, the series Aµ(z)

will converge. From the above definition, we have:
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Lemma 12. If vp(z) > 0, then ∫

Zp

(1 + z)xdµ(x) = Aµ(z).

We briefly review power series with integral coefficients. For a finite extension K of Qp, define

A(K) = {f ∈ K[[T ]] | f(z) is convergent for any z ∈ Cp with vp(z) > 0}.

The power series with coefficients in OK can be characterized in terms of their zeros (see [53]):

Lemma 13. Let K be a finite extension of Qp . Then f(T ) ∈ A(K) has finitely many zeros if and only

if f(T ) ∈ OK [[T ]]⊗K.

1.7. Convolution of two measures. Let λ and µ be two measures on Zp with values in K, their

convolution λ ∗ µ is defined to be the measure
∫
fd(λ ∗ µ) =

∫ ∫
f(x+ y)dλ(x)dµ(y).

Since f is uniformly continuous, so f →
∫
Zp
f(x+ y)dµ(x) is continuous.

Lemma 14. The multiplication of power series correspond to the convolution of measures on the additive

group Zp, i.e., Aλ∗µ = AλAµ.

Proof. Consider the function f(x) = zx and vp(z − 1) > 0. By Lemma 12, we have

Aλ∗µ(z) =

∫

Zp

zx(λ ∗ µ)(x) =

∫

Zp

zx+yλ(x)µ(y) =

∫

Zp

zxλ(x)

∫

Zp

zyµ(y) = Aλ(z)Aµ(z).

�

1.8. p-adic L-functions for modular forms. For modular forms, p-adic L-functions were constructed

by Manin [47], Mazur and Swinnerton-Dyer [49] for ordinary primes using modular symbols. The

construction has been extended for non-ordinary primes by Vishik [63], Amice-Vélu [1] and Pollack [53].

There are two known methods of construction of p-adic L-functions for modular forms at the ordinary

primes: (1) Modular symbols, (2) Kato’s Euler systems. In the first method, p-adic measures are defined

using the properties of these modular symbols and then the p-adic L-functions are given by integrating

the characters of p-power conductors with respect to these p-adic measures. Several known constructions

of the p-adic L-functions for automorphic forms use and generalize this method, as we will see later. We

will not be dealing with Euler systems in this article.

Let f ∈ Sk(N, ǫ) be a normalized holomorphic cusp form for Γ0(N) of weight k ≥ 2 and character

ǫ; assume that f is a Hecke eigenform. Let K(f) be the finite extension of Q generated by the Fourier

coefficients of the modular form f and let O(f) be the ring of integers of K(f). Let α and β be roots of

the Hecke polynomial at p, i.e.,

(1.2) X2 − apX + ǫ(p)pk−1 = (X − α)(X − β).
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If vp(α) = 0 (p is ordinary for f) then the p-adic L-function is a power series with coefficients in Zp. By

the p-adic Weierstrass preparation theorem, there are only finitely many zeros of this power series. If

vp(α) > 0, the p-adic L-function is not a power series with coefficients in Zp, and hence it has infinitely

many zeros (see Lem. 13). If 0 < vp(α) < k − 1, Vishik and Amice-Velu studied p-adic L-functions for

modular forms of weight greater than 2; these are power series (may not be with bounded coefficients) of

bounded p-adic growth like logp(T ). If ap = 0 (p is a supersingular prime for f), then it is not possible to

apply the method of Vishik and Amice-Vélu. In this case, Pollack discovered a method to remove certain

special zeros of this power series and constructed p-adic L-functions with co-efficients in Zp. The p-adic

analytic function Lp,f of bounded growth on Xp is exactly the Mellin transforms of p-adic h-admissible

measures µf on Z×
p : Lp,f(ξ) =

∫
Z
×
p
ξdµf . In particular, p-adic L-functions are obtained by integrating

p-adic characters against p-adic h-admissible measures. We now describe the admissible measure µf

corresponding to f ∈ Sk(N, ǫ) as above.

For f as above and a polynomial P of degree less than k − 1, define

φ(f, P, r) = 2πi

∫ r

i∞

f(z)P (z)dz.

Let Lf be the Z-module generated by all φ(f, P, r) for all r ∈ Q; then Lf is finitely generated over Z.

We call a root α of X2 − apX + ǫ(p)pk−1 = 0 allowable if ordp(α) < k − 1. For

η(f, P, a,m) := φ(f, P (mz − a),− a

m
),

we define the plus and minus parts of η by

η±(f, P, a,m) =
η(f, P, a,m)± η(f, P,−a,m)

2
.

By a well known theorem of Manin, there exist Ω±
f ∈ C× such that η±(f,P,a,m)

Ω±

f

∈ O(f). We now define

the period integral of f by λ±(f, P, a,m) = η±(f,P,a,m)

Ω±

f

∈ O(f). An admissible measure on Z×
p associated

to f and α is defined by the formula

(1.3) µf,α(P, a+ pnZp) =
1

αn
λ±(f, P, a, pn)− ǫ(p)pk−2

αn+1
λ±(f, P, a, pn−1).

The p-adic L-function Lp,f,α is obtained by evaluating the characters of p-power orders on µf,α. The

following is the main result on p-adic L-functions for modular forms:

Theorem 15. (Manin, Mazur–Swinnerton-Dyer, Mazur–Tate–Teitelbaum, Vishik, Amice-Vélu) Let f

be a cuspidal normalized eigenform of weight k, level N and character ǫ. Assume that N is prime to p.

Let α, β be the two roots of X2 − apX + pk−1ǫ(p) = 0, and choose one, say α, with vp(α) < k− 1. There

exists a unique function Lp,f,α : Xp → Cp that satisfies the following properties:

• (interpolation) For any character χ : Z×
p → C×

p of finite image and of conductor pn, and any

integer j such that 0 ≤ j ≤ k − 2, we have

Lp,f,α(x
j
pχ) = ep,f,α(χ, j)

pn(j+1)j!

Ω±
f G(χ

−1)αn(−2πi)j
L(f, χ−1, j + 1),

where G(χ−1) is the Gauss sum of χ−1 and ep,f,α(χ, j) = (1 − χ(p)ǫ(p)pk−2−j

α )(1− χ(p)pj

α ).
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• (growth rate) The order of growth of Lp,f,α is ≤ vp(α).

In the p-ordinary case (ordp(ap) = 0), there is a unique allowable α. In this case, the corresponding

distribution is a measure. We note that the measure grows at a faster rate if ordp(α) > 0, since α is in

the denominator of (1.3).

1.9. p-adic L-functions for automorphic forms. The above mentioned constructions of p-adic L-

functions and p-adic measures that interpolates critical values of L-functions attached to modular

forms can be generalised to get p-adic L-functions for cohomological, cuspidal, automorphic represen-

tations π. For automorphic representations on GL2 over totally real number fields, the above p-adic

L-functions were constructed by Manin [48]. This has been generalized by Haran [22] for any number

field. Mahnkopf [45] and his student Geroldinger [18] generalized this work for GL3. For GL3 ×GL2/Q,

such p-adic L-functions were constructed by C.-G. Schmidt [59]. His construction was generalised by

Kazdhan, Mazur and Schmidt [34] to GLn × GLn−1/Q, and Januszewski [30] [31] for GLn × GLn−1

over general number fields. In a different direction, one may say that Manin’s construction was partially

generalized to GL2n by Ash–Ginzburg [2]. The general recipe involves studying the algebraic parts of the

special values of complex L-functions for automorphic representations, and then using them to construct

p-adic measures and hence p-adic L-functions. The existence of a p-adic measure will depend on several

choices:

• appropriate periods to make L-values algebraic;

• a root of the Hecke polynomial at p;

• critical points of the complex L-function associated to the automorphic form.

We will elaborate on this recipe in a couple of situations in § 3 and § 4 below.

1.10. p-adic L-function for motives. Following Coates [10], Panchishkin [52] and Dabrowski [12], we

briefly discuss a general conjecture on the existence of p-adic L-function attached to a motive. Let M

be a pure motive over Q with coefficients in Q of weight w = w(M) and rank d = d(M). This motive

has Betti, de Rham and l-adic realizations (for each prime l) with cohomology groups HB(M), HDR(M)

and Hl(M) which are vector spaces over Q, Q and Ql, respectively, all of dimension d. These groups

are endowed with additional structures and comparison isomorphisms. In particular, HB(M) admits an

involution ρB and there is a Hodge decomposition into C-vector spaces

HB(M)⊗ C =
⊕

p+q=w

Hp,q(M).

Let ρB acts on HB(M) ⊗ C via it’s action on the first factor. We have ρB(H
i,j(M)) = Hj,i(M). Let

h(i, j) = dimHi,j(M) which are called the Hodge numbers of M , and let d± = d±(M) be the Q-

dimension of the ±-eigenspace of ρB. Furthermore, Hl(M) is a Gal(Q/Q) module and we denote the

corresponding representation by ρl.
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Definition 16 (Hodge polygon; see Panchiskin [52]). The Hodge polygon PH(M) is a continuous

function on [0, d], whose graph is a polygon joining the points

(0, 0) , · · · ,


∑

i′≤i

h(i′, j),
∑

i′≤i

i′h(i′, j)


 , · · · ,


∑

i′≤d

h(i′, j),
∑

i′≤d

i′h(i′, j)


 .

Note that by purity, j = w − i′.

Definition 17 (Newton Polygon of a polynomial). Let

P (T ) = 1 + a1T + a2T
2 + · · ·+ adT

d =

d∏

i=1

(1− αiT )

be a polynomial with coefficients in Cp and let the roots αi of this polynomial be ordered such that

vp(αi) ≤ vp(αi+1) for all i. The Newton polygon of P with respect to the p-adic valuation vp is defined

to be the graph of the continuous, piecewise linear, convex function f on [0, d] obtained by joining the

points

(0, 0), . . . , (i, vp(αi)), . . . , (d, vp(αd)).

Let Ip be the inertia subgroup of the decomposition group Gal(Qp/Qp). The L-function of the motive

M is defined as an Euler product

L(s,M) =
∏

p

Lp(s,M),

with the Euler factor at p given by Lp(s,M) = Zp(X,M)−1|X=p−s where the Hecke polynomial Zp(X,M)

is defined as:

(1.4) Zp(X,M) := det(1− ρl(Frob
−1
p )X |Hl(M)

Ip) =

d∑

i=0

Ai(p)X
i =

d∏

i=1

(1 − αiX).

This is a polynomial with coefficients in Qℓ, and via the usual expectation of ℓ-independence, the

coefficients Ai(p) are in Q, and so the roots αi are in Q, but are thought of as elements of Cp via the

fixed embedding ip : Q → Cp.

Definition 18 (Nearly p-ordinary, see Hida [26]). We call a motive M to be nearly p-ordinary if

PN,p(M) = PH(M).

The following is part of a conjecture on the existence of p-adic L-functions attached to pure motives.

For the αi as in (1.4), and for a Dirichlet character χ of conductor c(χ) and an integer m, define a factor

at p by

Ap(m,M(χ)) =





∏d
i=d++1(1− χ(p)αip

−m)
∏i=d+

i=1 (1− χ−1(p)α−1
i pm−1), if p | c(χ)

( p
m

α
(i)
p

)ordp(c(χ)), if p ∤ c(χ).

For a pure motive M , let Λ(s,M(χ)) be the completed L-function associated to the motive M(χ) =

M ⊗ χ.
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Conjecture 19 ([10], [12], [52]). For any sign ǫ = ±, there exists a period Ω(ǫ,M), and there exists a

meromorphic function Lǫp,M : Xp → Cp, satisfying the following properties:

• For all but finite number of pairs (m,χ) ∈ Xtor
p such that M(χ)(m) is critical and ǫ0 =

((−1)mǫ(χ)), we have

Lǫ0p,M (χxm0 ) = G(χ)−dǫ0(M)Ap(M(χ),m)
Λ(M(χ),m)

Ω(ǫ0,M)
.

• If h(w2 ,
w
2 ) = 0, then Lǫ0p,M is holomorphic.

• If PN,p(M) = PH(M) and h(w2 ,
w
2 ) = 0, then the holomorphic function Lǫ0p,M is bounded.

1.10.1. Motive attached to a modular form. Let f ∈ Sk(N, ǫ) be a primitive modular form for

k > 1 with Fourier coefficients in Q and let M(f) be the Grothendieck motive attached to f by Scholl

[60]. To ensure that M(f) has coefficients in Q, we assumed the Fourier coefficients of f to be in Q.

This is a pure motive of weight k − 1 with Hodge structure given by

HB(M(f))⊗ C = H0,k−1
⊕

Hk−1,0.

where both summands are 1-dimensional. The Hodge polygon is the line segments joining

{(0, 0), (h(0,k−1), 0), (h(0,k−1) + h(k−1,0), (k − 1)h(k−1,0))} = {(0, 0), (1, 0), (2, k − 1)}.

We also have the following equality of L-functions

L(s, f ⊗ χ) = L(s,M(f)⊗ χ).

The polynomial Zp(X,M(f)) coincides with the Hecke polynomial (1.2). The p-Newton polygon for

M(f) is a curve joining

{(0, 0), (1, vp(ap)), (2, vp(ǫ(p)p
k−1))}.

Following Hida, we call a modular form f to be p-ordinary if vp(ap) = 0. Hence, a classical modular

form is p-ordinary if and only if M(f) is nearly p-ordinary.

2. The symmetric power L-functions

2.1. Langlands functoriality for symmetric powers. Let π be a cuspidal automorphic representa-

tion of GL2(A), where A is the adele ring of Q. This means that, for some s ∈ R, π⊗|· |s is an irreducible

summand of L2
cusp(GL2(Q)\GL2(A), ω) the space of square-integrable cusp forms with unitary central

character ω. We have the decomposition π = ⊗′
pπp where p runs over all places of Q and πp is an

irreducible admissible representation of GL2(Qp). Given such a π, consider the Euler product of the

standard (Jacquet–Langlands) L-function:

L(s, π) =
∏

p

Lp(s, πp), ℜ(s) ≫ 0.

For all p outside a finite set S of places including the archimedean ones and the places where π is ramified,

suppose the Euler factor at p looks like:

Lp(s, πp) = (1− αpp
−s)−1(1 − βpp

−s)−1.
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For any Hecke character χ : Q×\A× → C×, we define a partial twisted n-th symmetric power L-function:

LS(s, Symn ⊗ χ, π) :=
∏

p

n∏

j=0

(1 − αn−jp βjpχ(p)p
−s)−1, ℜ(s) ≫ 0.

The Langlands program says that we should be able to complete this partial L-function at places p ∈ S

and the completed L-function L(s, Symn ⊗ χ, π) is expected to have all the usual properties of analytic

continuation, functional equation, etc.

Let’s elaborate a little further for which we recall the formalism of Langlands functoriality especially

for symmetric powers. We will be brief here as there are several good expositions; see for instance

Clozel [6]. The local Langlands correspondence for GL2 (see [43] and [42] for the p-adic case and [40] for

the archimedean case), says that to πp is associated a representation σ(πp) :W
′
Qp

→ GL2(C) of the Weil–

Deligne groupW ′
Qp

of Qp. (If p is infinite, we takeW
′
Qp

=WQp
.) Let n ≥ 1 be an integer. Consider the n-

th symmetric power of σ(πp) which is an n+1 dimensional representation. This is simply the composition

of σ(πp) with Symn : GL2(C) → GLn+1(C). Appealing to the local Langlands correspondence for GLn+1

([24], [25], [40], [42]) we get an irreducible admissible representation of GLn+1(Qp) which we denote as

Symn(πp). Now define a global representation of Symn(π) of GLn+1(A) by Symn(π) := ⊗′
p Symn(πp).

Langlands principle of functoriality predicts that Symn(π) is an automorphic representation of GLn+1(A),

i.e., it is isomorphic to an irreducible subquotient of the representation of GLn+1(A) on the space of

automorphic forms [4, §4.6]. If ωπ is the central character of π then ω
n(n+1)
π is the central character

of Symn(π). Actually it is expected to be an isobaric automorphic representation. (See [6, Definition

1.1.2] for a definition of an isobaric representation.) The principle of functoriality for the n-th symmetric

power is known for n = 2 by Gelbart–Jacquet [19]; for n = 3 by Kim–Shahidi [38]; and for n = 4 by

Kim [35]. For certain special forms π, for instance, if π is dihedral then it is known for all n; see also

Kim [36]. There has been recent breakthrough for higher symmetric powers by Clozel and Thorne [7]

[8].

The n-th symmetric power L-function of π is expected to be the standard L-function for GLn+1

attached to the n-th symmetric power transfer Symn(π), i.e.,

L(s, Symn ⊗ χ, π) = L(s, Symn(π)⊗ χ).

For the standard L-function of GL, see Jacquet [27]. We wish to understand the p-adic interpolation of

the critical values of the n-th symmetric power L-function. There has been extensive work in the case of

n = 2; see, for example, Coates–Schmidt [9], Schmidt [58], and Dabrowski–Delbourgo [13]. A relatively

modest goal of this paper is to write down p-adic symmetric cube L-functions for GL2 while appealing to

Langlands principle of functoriality.

2.2. Various approaches for symmetric cube L-functions. We consider some approaches to lay

one’s hands on the twisted symmetric cube L-function L(s, Sym3(π)⊗χ) attached to a cuspidal automor-

phic representation π of GL2 over Q. Some of these will lead to a construction of the p-adic symmetric

cube L-functions.
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2.2.1. Via triple product L-functions. The most natural environment to see symmetric cube is to

consider triple products. Given a two-dimensional vector space V , it is easy to see that

V ⊗ V ⊗ V = Sym3(V ) ⊕ (V ⊗ Λ2V ) ⊕ (V ⊗ Λ2V ).

Interpreting this in terms of Galois representations, via the local Langlands correspondence, we get the

following equality of global L-functions:

L(s, π × π × π ⊗ χ) = L(s, Sym3(π)⊗ χ)L(s, π ⊗ ωπχ)
2.

The p-adic L-function Lp(s, π ⊗ ωπχ) has been described above. Furthermore, the triple product p-adic

L-functions have been studied by Böcherer and Panchishkin [3]. Putting the two together, one should be

able to construct the p-adic symmetric cube L-function. Although we will not pursue this theme here,

we will consider a very similar line of thought below.

2.2.2. Via the Langlands–Shahidi method. If one considers the Langlands–Shahidi method, then

one can see the symmetric cube L-functions as follows: Take a split reductive group G of type G2, and

consider the parabolic subgroup P =MN where the Levi quotient M has the shorter of the two simple

roots and the unipotent radical N has the root space corresponding to the longer of the simple roots.

Then M = GL2, and the adjoint representation of M on the Lie algebra of N breaks up as r1 ⊕ r2

where r1 = Sym3 ⊗ det−1 and r2 = det. Given a cuspidal automorphic representation π of GL2 the

Langlands L-function L(s, π, r1) in this context is nothing but L(s, Sym3π⊗ω−1
π ). (See Kim–Shahidi [37,

§ 1] for more details.) However, with the current state of technology, it is not clear (to the authors) if

the Langlands–Shahidi method is ready for p-adic interpolation.

2.2.3. Via L-functions for GL4 applied to Sym3(π). Using the Langlands principle of functoriality,

a direct way to study L(s, Sym3(π)⊗χ) is to study the standard L-function of GL4×GL1 applied to the

representation Π := Sym3(π) of GL4 which, as mentioned above, has been proven to be an automorphic

representation, and the twisting character χ which is on GL1. This representation Π admits what is called

a Shalika model, and in such a situation there is a construction of p-adic L-function due to Ash–Ginzburg

[2]. We will explicate this method in Sect. 3 below.

2.2.4. Via L-functions for GL3×GL2 applied to Sym2(π)×π. Given a two-dimensional vector space

V , it is easy to see that

Sym2(V )⊗ V = Sym3(V ) ⊕ (V ⊗ Λ2V ).

Interpreting this in terms of Galois representations, via the local Langlands correspondence, we get the

following equality of global L-functions:

L(s, Sym2(π) × π ⊗ χ) = L(s, Sym3(π)⊗ χ)L(s, π ⊗ ωπχ).

For the left hand side, there has been an extensive study of arithmetic properties of critical values for

L-functions of GLn × GLn−1. See, for example, [29], [30], [31], [32], [34], [46], [54], [55], and [59]. To

study the p-adic interpolation of these critical values, amongst the above references, Schmidt [59] and

Januszewski [31] are particularly relevant. We will explicate this theme in § 4 below.
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2.3. Cuspidality criterion for symmetric power transfers. To study arithmetic properties of sym-

metric power L-functions as suggested above, we need to know certain properties of the symmetric power

transfers. To begin, we recall the cuspidality criterion for the symmetric cube transfer due to Kim and

Shahidi [39].

Theorem 20. Let π be a cuspidal automorphic representation of GL2 over a number field F . Then

(1) (Dihedral Case) If π = π ⊗ ν for some (necessarily quadratic) nontrivial character ν, then ν

corresponds to a quadratic extension E/F and π = π(χ) the automorphic induction of a Hecke

character χ of E. In this case, Symr(π) is not cuspidal for any r ≥ 2. The precise isobaric

decomposition of Sym3(π) depends on whether χχ′−1 factors through the norm map from E to

F . (See [39, § 2.1].)

(2) (Tetrahedral Case) If π 6= π ⊗ ν for any ν, but Sym2(π) = Sym2(π) ⊗ µ for some (necessarily

cubic) nontrivial character µ, then

Sym3(π) = (π ⊗ ωπµ) ⊕ (π ⊗ ωπµ
2).

(3) If π 6= π⊗ ν and Sym2(π) 6= Sym2(π)⊗ µ for any nontrivial characters ν or µ, then Sym3(π) is

cuspidal.

See [39, Thm. 2.2.2]. See also the discussion of the various polyhedral types towards the end of § 3.3
in loc. cit. In short, we may write

Sym2(π) is cuspidal ⇐⇒ π is not dihedral, and

Sym3(π) is cuspidal ⇐⇒ π is neither dihedral nor tetrahedral.
(2.1)

2.4. The property of being cohomological for symmetric power transfers. To put ourselves in

an arithmetic context, we need to work with representations which contribute to cohomology. We quote

the following theorem proved in [55] that a symmetric power transfer of a cohomological representation

is again of cohomological type. For this section, we follow the notations as in [55].

Let µ ∈ X+(T2) be a dominant integral weight for GL2/Q and let Mµ be the finite-dimensional

irreducible representation of GL2(C) of highest weight µ. Suppose µ = (a, b) ∈ Z2 with a ≥ b. Define a

weight Symr(µ) ∈ X+(Tr+1) as Sym
r(µ) := (ra, (r − 1)a+ b, . . . , a+ (r − 1)b, rb). If w = w(µ) = a+ b

be the purity weight of µ, then it is easy to check that Symr(µ) is also pure (see [55] for purity), and

it’s purity weight is w(Symr(µ)) = rw.

Theorem 21. Let µ ∈ X+(T2) and π ∈ Coh(G2, µ
v), i.e., π is a cuspidal automorphic representation

of GL2(A) such that π∞ ⊗M v

µ has nontrivial relative Lie algebra cohomology. Suppose Symr(π) is a

cuspidal automorphic representation of Gr+1, then Symr(π) ∈ Coh(Gr+1, Sym
r(µ)v).
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2.5. Near ordinarity of symmetric powers of a modular motive M(f). Recall from § 1.10.1 the

pure motive M(f) of weight k − 1 attached to an eigenform f ∈ Sk(N, ǫ). The Hodge numbers of M(f)

are h(0,k−1) = h(k−1,0) = 1. If the roots of the Hecke polynomial at p ofM(f) are α and β, then the roots

of the Hecke polynomial of Sym3(M(f)) are α3, α2β, αβ2 and β3. The following proposition asserts that

if M(f) is nearly p-ordinary then the motive Sym3(M(f)) (see Deligne [14]) attached to Sym3 transfer

of automorphic representation M(f) is also nearly p-ordinary.

Proposition 22. If M(f) is nearly p-ordinary then Sym3(M(f)) is also nearly p-ordinary.

Proof. If α and β are roots of the Hecke polynomial at p for f , then the roots of the Hecke polynomial at

p of Sym3(M(f)) are α3, α2β, αβ2 and β3. Recall, M(f) is nearly p-ordinary if and only if vp(ap) = 0.

For Sym3(M(f)), the coefficients of the Hecke polynomial are

A1 = ap(a
2
p − 2ǫ(p)pk−1),

A2 = ǫ(p)pk−1[a2p − 2(ǫ(p)pk−1)2 + a2p(ǫ(p)p
k−1)2],

A3 = (ǫ(p)pk−1)3[(α+ β)3 − 3αpβ(α + β) + α2β2)],

A4 = α6β6

For any two element α and β of Cp with vp(α) 6= vp(β), we have vp(α+β) = min(vp(α), vp(β)). A small

check shows that vp(A1) = 0, vp(A2) = k− 1+2vp(ap) = k− 1, vp(A3) = 3(k− 1) and vp(A4) = 6(k− 1).

The p-Newton polygon of Sym3(M(f)) consists of the line segments joining the points

(0, 0), (1, 0), (2, k − 1), (3, 3k − 3), (4, 6k − 6).

Next, the Hodge types of Sym3(M(f)) are (0, 3(k− 1)), ((k− 1), 2(k− 1)), (2(k− 1), (k− 1)), (3(k− 1), 0)

and all the nonzero Hodge numbers are 1. Hence, the Hodge polygon of Sym3(M(f)) also consists of

the line segments joining the same set of points: (0, 0), (1, 0), (2, k − 1), (3, 3k − 3), (4, 6k − 6). Hence,

Sym3(M(f)) is nearly p-ordinary. �

Remark 23. The same method can be applied to show that for any m ≥ 4 the motive Symm(M(f))

is nearly p-ordinary if M(f) is nearly p-ordinary. For Symm(M(f)), the roots of the Hecke polynomial

at p are αm, αm−1β, · · · , βm if α and β are roots of the Hecke polynomial at p of f . The p-Newton

polygon of Symm(M(f)) consists of the line segments joining

(0, 0), (1, 0), (2, k − 1), (3, 3k − 3), (4, 6k − 6), . . . , (m+ 1, (k − 1)(1 + 2 + 3 + · · ·+m)).

The Hodge types of Symm(M(f)) are (0,m(k − 1)), ((k − 1), (m − 1)(k − 1)), · · · , (m(k − 1), 0) and

all the nonzero Hodge numbers are 1. The Hodge polygon of Symm(M(f)) is the line segments joining

(0, 0), (1, 0), (2, k−1), (3, 3k−3), · · · , (m+1, (k−1)m(m+1)
2 ). Hence, the conjectural motive Symm(M(f))

is nearly p-ordinary for all m.
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3. p-adic L-functions for GL4

3.1. Shalika models and L-functions for GL4. The following is a summary of a certain analytic

theory of the standard L-function attached to a cuspidal automorphic representation Π of GL4 over Q

which admits a Shalika model. The presentation is based on [21, § 3.1–3.3]. Since we want to focus on

the symmetric cube L-function, we will exclusively work with GL4 in this section.

3.1.1. Global Shalika models and exterior square L-functions. Let

S :=

{
s =

(
h 0

0 h

)(
1 X

0 1

)∣∣∣∣∣
h ∈ GL2

X ∈ M2

}
⊂ G =: GL4.

It is traditional to call S the Shalika subgroup of G. Let ψ : Q\A → C× be a nontrivial additive character

which is fixed once and for all. Let η : Q×\A× → C× be a Hecke character of Q. These characters can

be extended to a character of S(A):

s =

(
h 0

0 h

)(
1 X

0 1

)
7→ (η ⊗ ψ)(s) := η(det(h))ψ(Tr(X)).

We will also denote η(s) = η(det(h)) and ψ(s) = ψ(Tr(X)).

Let Π be a cuspidal automorphic representation of GL4/Q. Assume that η2 = ωΠ. For a cusp form

ϕ ∈ Π and g ∈ G(A), consider the integral

Sηψ(ϕ)(g) :=

∫

ZG(A)S(F )\S(A)

(Π(g) · ϕ)(s)η−1(s)ψ−1(s)ds.

It is well-defined and hence yields a function Sηψ(ϕ) : G(A) → C satisfying Sηψ(ϕ)(sg) = η(s) · ψ(s) ·
Sηψ(ϕ)(g), for all g ∈ G(A) and s ∈ S(A). The following theorem due to Jacquet and Shalika [28, Thm. 1]

gives a necessary and sufficient condition for Sηψ being non-zero.

Theorem 24. The following assertions are equivalent:

(i) There is a ϕ ∈ Π and g ∈ G(A) such that Sηψ(ϕ)(g) 6= 0.

(ii) Sηψ defines an injection of G(A)-modules Π →֒ Ind
G(A)
S(A) [η ⊗ ψ].

(iii) Let S be any finite set of places containing SΠ,η. The twisted partial exterior square L-function

LS(s,Π,∧2 ⊗ η−1) :=
∏

v/∈S

L(s,Πv,∧2 ⊗ η−1
v )

has a pole at s = 1.

Definition 25. If Π satisfies any one, and hence all, of the equivalent conditions of Thm. 24, then we

say that Π has an (η, ψ)-Shalika model, and we call the isomorphic image Sηψ(Π) of Π under Sηψ a global

(η, ψ)-Shalika model of Π. We will sometimes suppress the choice of the characters η and ψ and simply

say that Π has a Shalika model.
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3.1.2. Period integrals over GL2×GL2. The following proposition, due to Friedberg and Jacquet [17,

Prop. 2.3], relates the period-integral over H := GL2 ×GL2 ⊂ G of a cusp form ϕ of G(A) to a certain

zeta-integral of the function Sηψ(ϕ) in the Shalika model corresponding to ϕ over one copy of GL2 in H.

Proposition 26. Let Π have an (η, ψ)-Shalika model. For a cusp form ϕ ∈ Π, consider the integral

Ψ(s, ϕ) :=

∫

ZG(A)H(Q)\H(A)

ϕ

((
h1 0

0 h2

)) ∣∣∣∣∣
det(h1)

det(h2)

∣∣∣∣∣

s−1/2

η−1(det(h2)) d(h1, h2).

Then, Ψ(s, ϕ) converges absolutely for all s ∈ C. Next, consider the integral

ζ(s, ϕ) :=

∫

GLn(A)

Sηψ(ϕ)

((
g1 0

0 1

))
| det(g1)|s−1/2 dg1.

Then, ζ(s, ϕ) is absolutely convergent for ℜ(s) ≫ 0. Further, for ℜ(s) ≫ 0, we have

ζ(s, ϕ) = Ψ(s, ϕ),

which provides an analytic continuation of ζ(s, ϕ) by setting ζ(s, ϕ) = Ψ(s, ϕ) for all s ∈ C.

3.1.3. Local Shalika models. Consider a cuspidal automorphic representation Π = ⊗′
pΠp of G(A).

Definition 27. For any place p we say that Πp has a local (ηp, ψp)-Shalika model if there is a non-trivial

(and hence injective) intertwining Πp →֒ Ind
G(Qp)

S(Qp)
[ηp ⊗ ψp].

If Π has a global Shalika model, then Sηψ defines local Shalika models at every place. The cor-

responding local intertwining operators are denoted by S
ηp
ψp

and their images by S
ηp
ψp
(Πp), whence

Sηψ(Π) = ⊗′
pS

ηp
ψp
(Πp). We can now consider cusp forms ϕ such that the function ξϕ = Sηψ(ϕ) ∈ Sηψ(Π) is

factorizable as ξϕ = ⊗′
pξϕp

, where

ξϕp
∈ S

ηp
ψp
(Πp) ⊂ Ind

G(Qp)

S(Qp)
[ηp ⊗ ψp].

Prop. 26 implies that

ζp(s, ξϕp
) :=

∫

GL2(Qp)

ξϕp

((
g1,p 0

0 1p

))
| det(g1,p)|s−1/2dg1,p

is absolutely convergent for ℜ(s) sufficiently large. The same remark applies to

ζf (s, ξϕf
) :=

∫

GL2(Af )

ξϕf

((
g1,f 0

0 1f

))
| det(g1,f )|s−1/2dg1,f =

∏

p6=∞

ζp(s, ξϕp
).
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3.1.4. Shalika-zeta-integral and the standard L-function of Π. See Friedberg and Jacquet [17,

Prop. 3.1, 3.2] for the following proposition:

Proposition 28. Assume that Π has an (η, ψ)-Shalika model. Then for each place p and ξϕp
∈ S

ηp
ψp
(Πp)

there is a holomorphic function P (s, ξϕp
) such that

ζp(s, ξϕp
) = L(s,Πp)P (s, ξϕp

).

One may hence analytically continue ζp(s, ξϕp
) by re-defining it to be L(s,Πp)P (s, ξϕp

) for all s ∈ C.

Moreover, for every s ∈ C there exists a vector ξϕp
∈ S

ηp
ψp
(Πp) such that P (s, ξϕp

) = 1. If p /∈ SΠ, then

this vector can be taken to be the spherical vector ξΠp
∈ S

ηp
ψp
(Πp) normalized by the condition

ξΠp
(idp) = 1.

3.2. The unramified calculation. Let ν1, . . . , ν4 be unramified characters of Q×
p and let ν = ν1⊗· · ·⊗

ν4 be the character on the diagonal torus T = T4(Qp) of G = GL4(Qp). Let B = TU be the subgroup

of all upper triangular matrices in G and suppose δB is the modular character of B. Assume that the

representation

ν1 × · · · × ν4 := IndGB(ν1 ⊗ · · · ⊗ ν4)

obtained by normalized parabolic induction is irreducible. Then it is an irreducible, unramified, and

generic representation. (We are only interested in local components of a global cuspidal representation.)

In [2, Prop. 1.3], it is proved that ν1 × · · · × ν4 admits an (η, ψ)-Shalika model if and only if up to a

permutation of {ν1, . . . , ν4} we have ν1ν3 = ν2ν4 = η.

Let Π be an irreducible cuspidal representation of GL4(A) with trivial central character; suppose

that Π is of cohomological type with respect to the trivial coefficient system, i.e., Π ∈ Coh(GL4, µ)

with µ = 0. Suppose also that Π admits a Shalika model. One expects a cohomological cuspidal Π to

correspond to a motive M(Π) satisfying the relation

L(s,M(Π)⊗ χ) = L(s− 1

2
,Π⊗ χ).

(Note: The above normalization M(Π) is what is used in [2] and so we stick to it; however, the

reader is referred to Clozel [6] for a more commonly used normalization wherein one has L(s,M(Π)) =

L(s− (n−1)
2 ,Π) for a cuspidal representation Π of GLn/Q of motivic type. For another normalization in

terms of an effective motive, see [23].)

Proposition 29. Let Π be as above, and take an unramified prime p. Then the local component Πp if

of the form IndGB(ν) with ν = ν−1
2 × ν−1

1 × ν1 × ν2. Suppose we have

vp(νi(p)) = i− 5

2
, i = 1, 2.

then M(Π) is nearly p-ordinary.
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Proof. Recall, Π is motivic and the corresponding motive M(Π) has weight −1 and rank 4. The Hodge

decomposition of M(Π) is

(3.1) HB(M(Π))⊗ C = H(−2,1) ⊕H(−1,0) ⊕H(0,−1) ⊕H(1,−2)

with each factor 1-dimensional. Let α1, α2, α3 and α4 be roots of the Hecke polynomial at p. From § 1.10,
the p-adic valuations vp of the coefficients of Hecke polynomials at p are vp(A1) = −2, vp(A2) = −3,

vp(A3) = −3 and vp(A4) = −2. Hence, the p-Newton polygon is the line segments joining (0, 0), (1,−2),

(2,−3), (3,−3) and (4,−2). The Hodge polygon is also the line segments joining (0, 0), (1,−2), (2,−3),

(3,−3) and (4,−2) which can be seen from (3.1). Hence, M(Π) is nearly p-ordinary. �

Under the above conditions satisfied by νi(p), we will say that Π is nearly p-ordinary. Set

λ = p2ν1(p)ν2(p).

Observe that λ is a p-adic unit, since vp(λ) = 2 + 1− 5
2 + 2− 5

2 = 0.

3.3. A special choice of a cusp form φ. Let Π be as in § 3.2. Let p be an unramified place and put

S = {∞, p}. We make a special choice of a vector φ = ⊗′φl in the space of Π.

• l = p. We will take φp to be a very special Iwahori spherical vector. Let Ip be the standard

Iwahori subgroup of GL4(Zp) consisting of all matrices which are upper-triangular modulo p. In

the induced representation ν1 × · · · × ν4, we write down a special Iwahori spherical vector:

Fν(g) =

{
δ
1/2
B (b)ν(b), if g = bw0k ∈ Bw0I, and
0, if not,

where w0 is the element of the Weyl group of longest length. From the induced model we map

into the Shalika model via the integral

Hfν (h) =

∫

B2\GL2

∫

M2

fν [( I
I )( I XI )(

g
g )h]η

−1(g)ψ(tr(X))dXdg,

where we have currently adopted local notations. If ν ∈ Ω := {ν | |νiνj(p)| < 1, 1 ≤ i, j ≤ 2},
then {Hfν | fν ∈ IndGB(νδB)

1
2 } defines a Shalika model for Πp. We will take φp to be such that

in the Shalika model it corresponds to HFν
.

• l /∈ S. Choose φl such that the local zeta integral of the corresponding Shalika vector is the local

L-factor, i.e., choose φl such that ζl(s,Hφl
, χl) = L(s,Πl ⊗ χl) for any character χl of Q

×
l . This

is possible due to [17, Prop. 3.1, 3.2].

• l = ∞. Choose any cohomological φ∞. (This is a delicate point which we will elaborate further

below.)
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3.4. Period integrals and a distribution on Z×
p .

Definition 30. For a positive integer m ≥ 1 and ǫ ∈ Z×
p , set f = pm and

C∗
ǫ,f =





(
g1 0

0 g2

)
∈ GL2(A)×GL2(A) | det(g1g

−1
2 ) ∈ Q× · ((Q×

∞)0(
∏

l 6=p

Z×
l )(ǫ + fZp))



 .

Define the idéle cone of conductor f as

Cǫ,f = Z(A)(GL2(Q)×GL2(Q))\C∗
ǫ,f .

For an element A of M2(Zp), set

P (A, f) =

∫

C1,f

φ((
g1
0 g2 )( I Af

−1

I
))η−1(g2)dg1dg2,

where φ is the special cusp form chosen in § 3.3.

For the following proposition see Ash–Ginzburg [2, Prop. 2.3]. The proof of this proposition involves

checking many formal properties of the above period integrals.

Proposition 31. Recall, λ = p2ν1(p)ν2(p), and put κ = p−4λ, i.e., κ = p−2ν1(p)ν2(p). Define a function

µΠ on certain open subsets of Z×
p by

µΠ(a+ fZp) = κ−mP (diag(a, 1), f), if m ≥ 1, and

µΠ(Z
×
p ) =

∑

a∈(Z/p)×

µΠ(a+ pZp).

Then µΠ is a distribution on Z×
p .

If Π is nearly p-ordinary, then the quantity λ above is a p-adic unit. In this case, Ash and Ginzburg

[2, § 5.3] prove that the distribution µΠ is in fact a measure by proving the following proposition:

Proposition 32. If Π is cohomological (with respect to the trivial coefficient system) cuspidal with trivial

central character and admitting a Shalika model, and suppose Π is nearly p-ordinary (and hence λ is a

p-unit) then the values of µΠ lie in a finitely generated Zp-submodule of Cp.

We note that this will ensure that the distribution µΠ is bounded since the maximum valuation of

the finite number of bounded numbers are finite and the elements of Zp are of bounded valuations.

3.5. Interpolation of L(12 ,Π ⊗ χ). The above p-adic measure µΠ gives a p-adic L-function by taking

Mellin transforms. These p-adic L-functions interpolate critical values of the complex L-functions of the

automorphic representations π on GL4(A). Let S be a set of finite places of Q, we define LS(s,Π) =
∏
l∈S L(s,Πl) and L

S(s,Π) =
∏
l 6∈S L(s,Πl). For a proof of the following theorem, see Ash–Ginzburg [2,

§ 2.2].
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Theorem 33. Let χ =
∏
l χl denote a Hecke character of Q of finite order (i.e., it is the adelization

of a classical Dirichlet character), unramified outside of p, trivial at infinity and with conductor m > 1

at p. Let Π be a cohomological (with respect to the trivial coefficient system) cuspidal automorphic

representation of GL4/Q with trivial central character, which is nearly p-ordinary and for which s = 1/2

is critical for L(s,Π). Furthermore, assume that there exists a character χ′, with the same properties as

χ above, such that LS(12 ,Π⊗ χ′) 6= 0. Then the distribution µΠ defined above is nonzero and we have
∫

Z
×
p

χp(a)dµΠ(a) = c′λ−mp2mG(χp)L
S(

1

2
,Π⊗ χ)

where c′ is a nonzero constant independent of χ.

3.6. p-adic symmetric cube L-function – I. Let f ∈ Sk(N, ǫ) be a classical elliptic eigen-cusp-form

with Fourier coefficients in Q and let π(f) be the corresponding automorphic representation. Suppose

that k ≥ 2 (see below). By Thm. 33, a p-adic L-function for Sym3(π) exists if the automorphic repre-

sentation Sym3(π) satisfies the following conditions:

• Sym3(π) is cuspidal. This follows from Thm. 20 by assuming that f is not dihedral; Since k ≥ 2,

the form f or the representation π is not tetrahedral (see, for example, [56, Rem. 3.8]).

• Sym3(π) is cohomological (with respect to the trivial coefficient system). This follows from

Thm. 21 provided we take k = 2, because then π would have cohomology with respect to the

trivial coefficient system and then so would Sym3(π).

• Sym3(π) is unramified and nearly ordinary at p. If we take f , or equivalently π, to be unramified

and nearly ordinary at p then, by Prop. 22, Sym3(π) is also unramified and nearly p-ordinary.

• Sym3(π) has trivial central character and admits a Shalika model. We know from Kim [35] that

∧2(Sym3(π)) = Sym4(π) ⊗ ωπ ⊞ ω3
π.

Using (iii) of Thm. 24 we see that Sym3(π) has a Shalika model with η = ω3
π. Now the central

character of π is the nebentypus character ǫ of f . Hence, if we take f such that ǫ is a cubic

character then Sym3(π) has a Shalika model with η the trivial character; furthermore, ωSym3(π) =

ω6
π which is also trivial.

• L(12 , Sym
3(π) ⊗ χ′) 6= 0 for a Hecke character χ′. Such a result on nonvanishing of twists is

not available at the moment for representations of GL4 at s = 1/2. However, Ash and Ginzburg

need this assumption to ensure that a certain quantity coming from archimedean considerations

(that involves the choice of cohomological vector φ∞) is nonvanishing. This latter nonvanishing

is now guaranteed by a result of Sun [62].

To summarize, the above theorem of Ash and Ginzburg gives a p-adic symmetric cube L-function for

a holomorphic cusp form f ∈ Sk(N, ǫ) only when f is not dihedral, k = 2, ǫ is a cubic character, and

f is nearly ordinary at p. The reader is referred to the forthcoming [16], where using the results of [21]

and generalizations of the modular symbols as in Dimitrov [15], p-adic symmetric cube L-functions are

constructed for a Hilbert modular form of arithmetic type with none of the above restrictions.
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4. p-adic L-functions for GL3 ×GL2

In this section, we study the p-adic L-functions that interpolate critical values of Rankin–Selberg L-

functions on GL3×GL2. For simplicity, we only study the cohomology groups with constant coefficients,

and our exposition is based on Schimdt [59]. The reader is referred to Kazhdan, Mazur and Schmidt [34],

as well as recent papers of Januszewski ([29] [30] [31]) for generalization to GLn×GLn−1 over a general

number field and for representations having cohomology for more general coefficient systems.

4.1. L-functions for GL3×GL2. Let (π, Vπ) be a cohomological, cuspidal, automorphic representation

of GL3(A) and (σ, Vσ) be a cohomological, cuspidal, automorphic representation of GL2(A) with the

decompositions π = ⊗′
pπp and σ = ⊗′

pσp as restricted tensor products. The global Rankin-Selberg

L-function attached to π and σ is defined as an Euler product L(s, π, σ) =
∏
p≤∞ L(s, πp, σp). By the

work of Jacquet, Piatetskii-Shapiro and Shalika, we have an integral representation for this L-function

(see the lecture notes by Cogdell [11]), which is exploited to construct p-adic measures.

4.1.1. Local L-functions. Let N2 be the set of unipotent matrices inside GL2 and consider the em-

bedding j : GL2 → GL3 given by j(g) = ( g 0
0 1 ). For any local Whitakker functions wp ∈ W (πp, ψp) and

vp ∈W (σp, ψ
−1
p ), define

Ψ(s, wp, vp) =

∫

N2(Qp)\GL2(Qp)

wp(j(g))vp(g)|det(g)|s−
1
2

p dg.

Such an integral converges for ℜ(s) ≫ 0 and has a meromorphic continuation to all of C as a rational

function in p−s. These integrals span a nonzero fractional ideal in C(ps) with respect to the subring

C[ps, p−s]. This ideal has a unique generator Pp(p
−s), for a polynomial Pp(X) ∈ C[X ] normalized so

that Pp(0) = 1. The local L-function is defined as L(s, πp, σp) = Pp(p
−s)−1. At the infinite places, we

can write L(s, π∞, σ∞) as product of Γ functions.

4.1.2. Local and global zeta integrals. Let φ ∈ Vπ be a cusp form on GL3(A) with Wφ ∈ W (π, ψ)

the corresponding Whittaker function, and similarly, φ′ ∈ Vσ on GL2(A) with Wφ′ ∈ W (σ, ψ−1). Define

a global period integral associated to (φ, φ′) as

I(s, φ, φ′) =

∫

GL2(Q)\GL2(A)

φ(j(h))φ′(h) |det(h)|s− 1
2 dh.

After a standard unfolding argument [11], we have

(4.1) I(s, φ, φ′) =

∫

N2(A)\GL2(A)

Wφ(j(h))Wφ′(h) |det(h)|s− 1
2 dh =: Ψ(s,Wφ,Wφ′).

Assume φ is a pure tensor so that Wφ(g) =
∏
pWφp

(gp). Similarly, W ′
φ′(g) =

∏
pW

′
φ′
p
(gp). The global

integral factors as a product of local integrals:

Ψ(s,Wφ,Wφ′) =
∏

p

∫

N2(Qp)\GL2(Qp)

Wφp
(j(hp))W

′
φ′
p
(hp)|det(hp)|s−

1
2 dhp =

∏

p

Ψ(s,Wφp
,W ′

φ′
p
).
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4.1.3. Zeta integrals and L-functions. If πp and σp both are spherical, choose w0
p ⊗ v0p to be the

“essential vector” [54]. By the above choice, we have Ψ(s, w0
p, v

0
p) = L(s, πp, σp). For other primes p, we

find “good tensors” tp ∈W (πp, ψp)⊗W (σp, ψ
−1
p ) such that Ψ(s, tp) = L(s, πp, σp). In general, we have

(4.2) t = ⊗tp =

n∑

ι=1

wι ⊗ vι

as a decomposition in the Whittaker model W (π, ψ) ⊗W (σ, ψ−1) as sum of pure tensors. Let φi ∈ Vπ

correspond to wi, and ϕi ∈ Vσ correspond to vi. These cusp forms appear in the global Birch Lemma

below. Note that the integral I(s, φ, φ′) =
∏
pΨ(s,Wφp

,Wφ′
p
) depends on the pure tensor w⊗ v and the

global L-function L(s, π, σ) =
∏
l L(s, πl, σl) lies in the image of this map. For any choice of (w∞, v∞),

there is an entire function Ω(s) such that

(4.3) Ω(s)L(s, π, σ) = Ψ(s, w∞, v∞)
∏

l 6=∞

Ψ(s, tl).

Here tl is a linear combination of pure tensors of the form wl ⊗ vl. The polynomial Ω(s) depends on the

choice of (w∞, v∞).

4.2. Birch’s Lemma.

4.2.1. The classical Birch’s Lemma. Consider a classical elliptic modular form f of weight two.

Recall, the L-function attached to this modular form f can be defined in terms of Mellin transform as

Γ(s)

(2π)s
L(s, f) =

∫ ∞

0

f(it)ts−1dt.

In particular, L(1, f) = (2π)
∫∞

0 f(it)dt. For any a,m ∈ Q with m > 0, define the period integrals by

λ(a,m, f) = 2π

∫ ∞

0

f(it− a

m
)dt.

For a primitive character χ of conductorm, using the Gauss sum of χ, we have the interpolation formula:

χ(n) =
1

G(χ)

∑

a mod m

χ(a)e
2πian

m .

In particular, we get

fχ(z) =
∑

n≥1

χ(n)ane
2πinz =

1

G(χ)
(
∑

a mod m

χ(a)f(z +
a

m
)).

By rearranging, we get the classical Birch’s Lemma:

L(1, f, χ) =
1

G(χ)

(
∑

a mod m

χ(a)λ(a,m, f)

)
,

i.e., the value of the L-function at the critical point 1 can be written as linear combinations of periods.
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4.2.2. Birch’s Lemma for GL3 ×GL2. Let Up = Z×
p if p 6= ∞ and if p = ∞ let U∞ = R×

+. We have a

determinant map det : GL2(Q)\GL2(A) → Q×\A×. For any α ∈ A×, define

Cα,f := det−1


Q×\Q× · (α(1 + f)

∏

q 6=p

Uq)


 ⊂ GL2(Q)\GL2(A).

Note that:

GL2(Q)\GL2(A) =
⋃

ǫmod f

C1,f ( ǫ 0
0 1 )

We now state the general global Birch’s Lemma for L-functions on GL3 × GL2 (see [29]). Let t =

diag(f, 1, 1) and h(f) = t−1ht as matrices in GL3(A).

Theorem 34 (Birch’s Lemma). Let χ be a quasi-character on Z×
p of conductor f = pn and consider

the pure tensors as in (4.2) For any choice of (w∞, v∞) and for any Iwahori invariant pair (wp, vp), the

corresponding entire function Ω satisfies the following property

Ω(s)κ(wp, vp, χ, f)L(s, π ⊗ χ, σ) =
∑

ι

∫

GL3(Q)\GL3(A)

φι(j(g)h
(f))ϕι(g)χ(det(g)) ||det(g)||s−

1
2 dg.

Here, κ(wp, vp, χ, f) = wp(13)vp(12)
∏3
v=1(1− p−v)−1G(χ)6η(f).

4.3. p-adic measures and p-adic L-functions for GL3×GL2. Given a pair (φ, ϕ) of Hecke eigenforms

for GL3/Q and GL2/Q, there exists a C-valued distribution on Z×
p such that the special values of the

Rankin–Selberg L-function L(12 , π⊗χ, σ) can be written as a p-adic integral of χ against this distribution.

We define a p-adic measure associated to cusp forms (φ, ϕ). Fix the following data:

• a pair of roots λ, µ of the Hecke polynomial of φ at p

• a root α of the Hecke polynomial of ϕ at p.

For g ∈ GL2(A), let gp denote the p component of g. Define certain ‘partial periods’ for φ, ϕ on GL3(A)

and GL2(A) by

P (i, j, y, f) := Pαλ,µ(i, j, y, f) =

∫

C1,f

∑

βmodf

φλ,µ(j(g)

(
1 i

f
y+βf

f2

1 j
f

1

)

p

)ϕα(g)dg

for any p-power f > 1 and i, j mod f . The following distribution relations for these periods is due to

Schmidt [59, Prop. 4.4].

Proposition 35. The periods P (i, j, y, f) satisfy the following distribution relation

p−1∑

a,b,c=0

P (i+ af, j + af, y + cf, fp) = λ2µαη(p)p−3P (i, j, y, f),

for η(p) as in [59, p. 57].
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For m ≥ 1 and i ∈ (Z/pmZ)×, define a function µπ,σ, on certain open subsets of Z×
p by

µπ,σ(i+ pnZp) = κ−m
∑

ymod pm

P (i, 1, y, pm).

Note that µπ,σ depends on the choice of λ, µ and α. We call a representation π on GL3 (resp., σ on GL2)

to be p-ordinary if the roots of the Hecke polynomial satisfy vp(λ) = 0 and vp(µ) =
1
p (resp., vp(α) = 0).

Theorem 36. Let π and σ be two p-ordinary representations on GL3 and GL2. For a suitable choice of

Whittaker functions (w̃p, ṽp), and for any p-adic character χ of finite order with non-trivial conductor

f = pn, we have ∫

Z
×
p

χdµπ,σ = Ω(
1

2
) δ(π, σ)G(χ)3 k̂(f)L(

1

2
, π ⊗ χ, σ),

where δ(π, σ) = wp(13)vp(12)
∏3
v=1(1− p−v)−1 and k̂(f) = (p−1αλ2)−vp(f).

For the proof, we refer the reader to Schmidt [59] and Januszewski [29]. See also, [29, Thm. 5.1], where,

under the p-ordinarity assumption, it is proved that µπ,σ – after renormalizaing by certain archimedean

periods – takes values in the ring of integers of a number field, and hence is a p-adic measure.

4.3.1. An interlude on exceptional zeros and non-vanishing of L-function. The extra zeros

of p-adic L-functions are zeros different from zeros of complex L-functions. The precise information

about these zeros will be required to study the p-adic L-functions for Sym3(π). Greenberg-Stevens [20]

first proved “exceptional zero conjecture” about these special zeros of the p-adic L-functions attached

to modular forms (Sect. 1.8). We illustrate the phenomenon of extra zeros for the p-adic L-function

attached to a modular form f of weight two. Recall that we have two types of L-functions attached to

f :

• a complex L-function L(s, f), which is a function in the complex variable s, and

• a p-adic L-function Lp,f,α : Xp → Cp.

These two functions are linked by the interpolation property (Thm. 15) which we recall:

Proposition 37. For a Dirichlet character ψ of conductor m = pvM and Gauss sum G(ψ), we have

the following interpolation property:

Lp,f,α(ψ) = ep,f,α(ψ)
m

G(ψ)
L(1, f ⊗ ψ).

The Euler factor ep,f,α at p is given by:

ep,f,α(ψ) =
1

αv
(1− ψ(p)ǫ(p)

α
)(1 − ψ(p)

α
).

These Euler factors contribute to the “extra zeros” of Lp,f,α. For a Dirichlet character ψ, Lp,f,α = 0

even if L(1, f ⊗ ψ) 6= 0 but ep,f,α = 0. Hence, zeros of ep,f,α are zeros of Lp,f,α different from critical

zeros of complex L-functions.

Recall the corresponding interpolation result for the p-adic L-function attached to an automorphic

representation π of G = GL2/Q with trivial coefficient systems. Say p be an unramified prime for π,
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then the local component πp is a spherical representation of the form IndGB(µ, µ
−1). Let χ be a finite

order idéle class character with conductor c(χ), p component χp and the adelic Gauss sum τ(χ).

Theorem 38 ([61], §4.6). If α = µ(p)
√
p ∈ O×

p , there exist a measure µπ ∈ HomCp
(C∞(Z×

p ,Cp), Cp)

with the following interpolation property:
∫

Z
×
p

χpdµπ = τ(χ)ep,π,α(χp)L(
1

2
, π ⊗ χ).

The Euler factor ep,π,α(χp) at p is given by

ep,π,α(χp) =





(1 − αχ(p)−1) if vp(c(χ)) = 0 and α = ±1,

(1 − χ(p)
α )(1 − 1

αχ(p) ) if vp(c(χ)) = 0 and α 6= ±1,

α−vp(c(χ)) if vp(c(χ)) > 0.

The following theorem of Rohrlich [57] is useful to define a function ′Lp,Sym3(π) on a subset of Xp that

interpolate the critical values of L-functions for Sym3(π).

Theorem 39. Let π be an irreducible cuspidal automorphic representation of GL(2)/Q and S a finite

set of primes. There exist infinitely many primitive ray class characters χ such that χ is unramified on

S and L(12 , π ⊗ χ) 6= 0.

4.4. p-adic symmetric cube L-function – II. Let π be a cohomological, cuspidal automorphic rep-

resentation of GL2/Q. One may attempt to construct a p-adic L-function for Sym3 transfer of π using

the p-adic L-function attached to Sym2(π)×π (Sect. 4.1) and the p-adic L-function for π (Sect. 1.9). At

the level of the complex L-functions, we have

L(s, Sym2(π)× π) = L(s, Sym3(π))L(s, π ⊗ ωπ).

It is natural to define a map Lp,Sym3(π) : Xp → Cp as a quotient of the p-adic L-function for Sym2(π)×π
and the p-adic L-function of π ⊗ ωπ. For simplicity of exposition, assume henceforth that ωπ is trivial.

Let Zp be the subset of Xp consisting of all p-adic characters χ such that Lp,π(χ) = 0. Define a

function ′Lp,Sym3(π) : Xp − Zp → Cp as

′Lp,Sym3(π)(χ) =
Lp,Sym2(π)×π(χ)

Lp,π(χ)
.

Lemma 40. The set Xp − Zp is non-empty and the set Zp is finite.

Proof. Using Thm. 39 with S = {p}, there are infinitely many idèle class characters χ, unramified at p,

and for which the corresponding critical value

L(
1

2
, π ⊗ χ) 6= 0.

Since |µ(p)|C = 1 (Deligne’s proof of Ramanujan’s conjecture) and χ is a finite order character, χ(p) 6=
α±1. For a character χ with vp(c(χ)) = 0 and L(12 , π ⊗ χ) 6= 0, we get Lp,π(χ) 6= 0 and hence the set

Xp − Zp is non-empty.
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Recall, the mapping u→ ψχu identifies the open unit disc B of the Tate field with the set of characters

on Z×
p with tame part equal to ψ (Lem. 1). For a fixed ψ, consider the function Lp,π on B. The p-adic

L-function Lp,π is a non-zero power series with coefficients in Op on B. By the Weierstrass preparation

theorem (Lem. 13), there are only finitely many zeros of this power series. For the Dirichlet character ψ,

let Zπ,ψ be the finite set of zeros of Lp,π on B. Since Zp = ∪Zπ,ψ, the set Zp is also finite. �

The function ′Lp,Sym3(π) interpolates the critical values of Sym3(π) on Xp − Zp and it is an element

in the quotient field of the Iwasawa algebra Op[[T ]] on Xp − Zp. We expect that ′Lp,Sym3(π) should be

an element of the Iwasawa algebra Op[[T ]] on Xp and it should be obtained as a Mellin transform of a

p-adic measure.

It is an interesting problem to see if one can refine the intervening periods so that ′Lp,Sym3(π) coincides

with the p-adic L-function Lp,Sym3(π) constructed in Sect. 3.6.
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Ann. Sci. École Norm. Sup. (4) 11, No. 4, 471–542 (1978).

[20] Greenberg, R. , and Stevens, G. : p-adic L-functions and p–adic periods of modular forms. In-

vent.Math. 111, No. 1, 407–447 (1993).

[21] Grobner, H. , and Raghuram, A. : On the arithmetic of Shalika models and the critical values of

L-functions for GL(2n). With an appendix by Wee Teck Gan. Amer. J.Math. 136, No. 3, 675–728

(2014).

[22] Haran, S. : p-adic L-functions for modular forms. Compositio Math. 62, No. 1, 31–46 (1987).

[23] Harder, G. , and Raghuram, A. : Eisenstein cohomology and ratios of critical values of Rankin–

Selberg L-functions. C.R.Math.Acad. Sci. Paris 349, No. 13-14, 719–724 (2011).

[24] Harris, M. , and Taylor, R. : The geometry and cohomology of some simple Shimura varieties. With

an appendix by Vladimir G. Berkovich. Annals of Mathematics Studies, 151.Princeton University

Press, Princeton, NJ, (2001).

[25] Henniart, G. : Une preuve simple des conjectures de Langlands pour GL(n) sur un corps p-adique.

(French). Invent. Math. 139, No. 2, 439–455 (2000).

[26] Hida, H. : p-adic automorphic forms on reductive groups. Astérisque 298 (2005), 147–254.
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